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i Chapter 13 i
1 it 1
" Probability "
1 1
1 ]
1 1
1 ’ Conditional Probability and its Properties 1 '
] ]
. I Conditional Probability and Multiplication Theorem . I
1 1
II Let A and B be two events such that P(A) > 0. Then P(B|A) denote the conditional II
¥ probability of B given that A has occurred. Since A is known to have occurred, it |
ll becomes the new sample space replacing the original S. From this we led to the ll
Il P(B|A}=H$;'B} II
1 definition. (A} which is called conditional probability of B given A. 1
1 I
'l = P (A" B) = p(A) P(B | A) which is called compound probability or multiplication I|
1 A theorem. It says the probability that both A and B occur is equal to the probability ||
1 that A occur times the probability that B occurs given that A has occurred. [
1 i
" Note : For any three events Aj, Az, Az we I I
J have PAAI N A, A) = P(A) P(A, | A) P (A, | (A, " A)) :l
1
. . Ex.1 Two dice are thrown. Find the probability that the numbers appeared has a .l
| sum of 8 if it is known that the second dice always exhibits 4. " i
1
|l Sol. Let A be the event of occurrence of 4 always on the second die 1 ;
1 |
1 1
[ ={(14),(2,4),(3,4) (44), (5,4), (6,4)}; i
| | | ;
1 " n(A)=6 1
I i I
I| and B be the event of occurrence of such numbers on both dice whose sum is 8 = |
' {(4, 4)}. i
] 1
1 1
Il Thus, ANB=AnN{(4,4)}={(44)} |'
i 1
1
'| n(ACB)=1 I
1 1
! | n(AnB) 1 P(ARB) 1736 1 i
g - PB/A)Y=—"Ry "B ° "PA) 6/% 6 I
1 1
i i
1 1
] ]
1 1
] ]
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Ex.2 A bag contains 3 red, 6 white and 7 blue balls. Two balls are drawn one by one.

What is the probability that first ball is white and second ball is blue when first
drawn ball is not replaced in the bag ?

Sol. Let A be the event of drawing first ball white and B be the event of drawing
second ball blue.

Here A and B are dependent events.

6 7
P(A)=16,P (B|A) = 18

T
= P(AB) = P(A). P(B/A) = 16 15 40

Ex.3:A bag contains 4 red and 4 blue balls. Four balls are drawn one by one from the

bag, then find the probability that the drawn balls are in alternate colour.
Sol. Ei : Event that first drawn ball is red, second is blue and so on.

E; : Event that first drawn ball is blue, second is red and so on.

oo &
*
~| =
X
o | w
x
|

© P(E1) = and

oo | =
X
-| =
5
| w
x
|

P(Ez2) =

=P(E) =P(E1) +P(Ez)= 8765 35

Ex 4: In a survey in a class, the probability for a person to watch videos is 0.8 and

the probability for a person to be a topper, if given that he watches videos is 0.99.

find the probability for a person to be both topper and watches videos.
Solution:

let Event E denotes the event that a person watches Examfear videos
let Event F denotes the event that a person is topper

then P(E) = the probability that a person watches Examfear videos =0.8
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1 1
1 1
1 1
1 1
! i and P(F|E)= the probability that a person is a topper if he watches Examfear ' i
'I videos=0.99 ll
1 1
| then P (E N F)= the probability that a person is both topper and also watches |
'I Examfear videos 'I
1 1
II then according to Multiplication Theorem on probability II
] ]
'I P(ENF)=P(E)P(F|E) ll
1 1
1 =0.8x0.99 !
1 1
] ]
1 = 0.792 1
1 II
I| ~ The probability that a person is both topper and also watches videos = 0.792 I|
1
|' Independent Events and Their Important Properties |I
1 |
. 1 Independent Events . I
1 1
I| Two events A & B are said to be independent if occurrence or non occurrence of one I !
l' does not effect the probability of the occurrence or non occurence of other. II
1 1
1 (a) If the occurrence of one event affects the probability of the occurrence of the 1
i 1 other event then the events are said to be dependent or Contingent. For two 'l
1 independent events A and B ! |
1
! PLA ~B) = P(A) !
1 II
'| . P(B). Often this is taken as the definition of independent events. I
1 1
II (b) Three events A, B & C are independent if & only if all the following conditions .l
| hold ; |
1 1
g P(A ~ B) = P(A). P(B) : P(B ~ C) = P(B). P(C) i
i P(C ~ A) = P(C). P(A) & P(A ~ B n C) = P(A). P(B). P(C) il
1 ]
II i.e., they must be pairwise as well as mutually independent. '.
1 1
q i Similarly for n events A1, A2, A3, ......... An to be independent, the number of these . I
" conditions is equal tonC2 + nC3 + ......... + nCn=2n-n- 1. l|
1
|
.I Note : Independent events are not in general mutually exclusive & vice versa. [
i
|I 1
] ]
1 1
] ]
L A Page 3 of 18 %
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’ i Mutually exclusiveness can be used when the events are taken from the same ' "
1 experiment & independence can be used when the events are taken from different 1
1 ' experiments. i I

Ex.1 The probability that an anti aircraft gun can hit an enemy plane at the first,

i second and third shot are 0.6, 0.7 and 0.1 respectively. The probability that the gun 1
i hits the plane is 9,
] ]
ll Sol. Let the events of hitting the enemy plane at the first, second and third shot are ll
1 respectively A, B and C. Then as given P(A) = 0.6, P(B) = 0.7, P(C) = 0.1 1
] |
I. Since events A, B, C are independent, so I.
1 1
|I P(ALUBUC) + PIANBNC)=1 |'
lI Il
1 w I
1 1
.' P(AUBuUC)=1- PANBANC) |'
1 1
I| Required probability = P(AwBwC)=1-P(A)P(B)P(C) l|
1 1
1 i
1 =1-(1-06)(1-0.7)(1-0.1))=1-(0.4)(0.3)(0.9)=1-0.108 =0.892 II
1
1
'1 Ex.2 If two events A and B are such that 'l
1
.' P(A)=03 ||
ll II
1 , P(B) = 0.4 and II
1
i P(AB)=0.5 !
| 1
1 1
" then 1
1 1
1 o 1
1 PB[(AwB)) 1
1 1
1 1
i equals '
1 lI
|I Sol. 1
1 1
1 1
] 1
1 1
| 1
1 1
i i
1 1
] ]
1 1
] ]
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" _ PBA(AUB)]  P[B~A)U(BAB) il
" Wehave P(BIAVB) = "paCB) = P(A)+P(B)-P(AnB) "
1 P(AB) P(A)—P(AB) 0.7-0.5 B2 1 [
Il = P(A)+P(B)-P(AB) ~ P(A)+P(B)-P(AB) ~ 07+06-05 08 ~ 4 |I
1 ]
'I Probability of Three Events 'I
1 1
] ]
1 U 1
1 1
1 1
] |
1 1
] ]
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 I
1 1
1 I
II II
1 For any three events A, B and C we have II
1
" (a) P(A or Bor C) = P(A) + P(B) + P(C) -P(ANB) -P(BNC) -P(CNA) + P(ANB N
| N C) 1
II II
.l (b) P (at least two of A, B, Coccur) =P(BNC)+P(CNA)+P(ANB)-2P(ANBnN II
' ) I
1 1
l' (c) P (exactly two of A, B, Coccur) =P(BNC)+P(CNnA)+P(AnB)-3P(ANBnN |:
I| C) 1
1
|I (d) P (exactly one of A, B, C occurs) =P(A) + P(B) + P(C)-2P(BNC)-2P(CNA) 1
g -2P(ANB)+3P(ANBNC) il
] ]
' 1
' Bayes' Theorem I
1
' 1
|I Bayes' Theorem 2
1 1
1 1
] 1
1 1
1 1
1 1
1 1
1 1
] ]
1 1
] ]
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| 1
1 1
| 1
| i
’ i If an event A can occur only with one of the n mutually exclusive and exhaustive ' "
1 events Bj. By,......Bn & the probabilities P(A|B1), P(A|B2) ......c........ P(A|By) are known 1
i P(B)P(AB) "
1 . 1
1 > P(B,)P(A|B) [
1 then P(B1 | A) = |
| 1
I : Explanation : I '
] ]
ll A = event what we have ; B1 = event what we want ; ll
1 1
.' Bz, Bs, ......... By, are alternative event. .'
i ]
" Now, P(ABi) = P(A). P(Bi|A) =P(Bi).P(A|Bi) "
II II
1 By Q‘;‘ Il
i By B, [
1 |
I e |
1 1
1 1
1 i
1 1
1 i
i P@, | A)= PBIPAIB) _PBIPAIB) "
" A > P(AB) L
| - |
II P(B,)P(A|B,) |I
I or P8 1A= e BPAIB,) I
1 1
1 | |
'. Ex.1 Given three identical boxes I, Il and III, each containing two coins, In box I, both I
1 coins are gold coins, in box I, both are silver coins and in the box Il], there is one i i
1 1 gold and one silver coin. A person chooses a box at random and takes out a coin. If 1
1 the coin is of gold, what is the probability that the other coin in the box is also of g '
'I gold? i
| 1
.' Sol. Let E1, E2 and Ez be the events that boxes I, Il and III are chosen, respectively. .'
1 1
" 5 "
[ Then P(E1) = P(E2) = P(E3) = 3 . Also, let A be the event that 'the coin drawn is of 1
i ' gold'’ 1 !
] 1
.I Then P(A | E1) = P (a gold coin from boxI) = 2 =1 [
1
II 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
'. P(A | Ez) = P (a gold coin from box II) = 0 ll
1 1
il L il
1 P(A | E3) = P (a gold coin from box IIT) = 2 1
1 1
|I Now, the probability that the other coin in the box is of gold |I
1 1
'. = the probability that gold coin is drawn from the box [ = P (E1 | A) '.
1 1
Il By Baye's theorem, P (E1| A) .'
I 1 I
i P(E.)P(A |E,) y 3 -2 .
' P(E,)P(A|E,)+P(E;)P(AE;)+PEsP(AIE,) T . T . T 13 '
' = R !
1 = 1
1 Il
.' Ex.2 In a factory which manufactures bolts, machines A, B and C manufacture 1
'I respectively 25%, 35% and 40% of the bolts. Of their outputs, 5, 4 and 2 percent are II
1 respectively defective bolts. A bolt is drawn at random from the product and is I
1 . found to be defective. What is the probability that it is manufactured by the machine I i
[ B? [
1 i
" Sol. Let events By, Bz, B3 be the following : 1 I
1 1
" B1 : the bolt is manufactured by machine A II
1 1
II B2 : the bolt is manufactured by machine B I i
1 1
lI Bz : the bolt is manufactured by machine C II
1 i
1 Clearly, B, Bz, Bz are mutually exclusive and exhaustive events and hence, they |
l‘ represents a partition of the sample space. I :
1
II Let the event E be ' the bolt is defective. The event E occurs with By or with Bz or .I
] with Ba. 1
I i I
'. Given that P(B1) = 25% = 0.25, P(B2) = 0.35 and P(B3) = 0.40 1
1 1
.' Again P(E | B1) = Probability that the bolt drawn is defective given that it is |'
| manufactured by machine A = 5% = 0.05. Similarly, P(E | B1) = 0.04, P (E | B3) = .|
' 0.02 !
1 1
" Hence, by Bayes' Theorem, we have P(B:z | E) .'
| P(B; P(E|B,) |
II — P(B,)PE|B,)+P(B,)PE|B,)+P({B; PE|B,) ll
1 1
] ]
1 1
] ]
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| |
| 1
| |
| |
o 0.35%0.04 _ 00140 _28 g
1 — 0.25x005+035x004+040+0.02 00345 69 1
1 1
| |
. 1 Probability Through Statistical (Stochatic) Tree Diagram ! 1
1 1
i These tree diagrams are generally drawn by economist and give a simple approach 1
i to solve a problem. 9,
I I
1 Ex.3 A bag initially contains 1 red ball and 2 blue balls. A trial consists of selecting a 1
1 A R i N 1
1 ball at random noting its colour and replacing it together with an additional ball of 1
i I the same colour. Given that three trials are made, draw a tree diagram illustrating ’ I
I the various probabilities. Hence or otherwise, find the probability that I
| |
1 : (a) atleast one blue ball is drawn | !
1 1
.I (b) exactly one blue ball is drawn ! I
1 1
i I () Given that all three balls drawn are of the same colour find the probability that I 1
[ they are all red. : |
|
|| Sol. 1 !
ll ' I
113 _, 1_9
i P(A) = 1-PRRR) = 1-55= =151 h
I 112 112,212 I
Il P (exactly one Blue) = §§§+§5§+§Eg 'I
g’ b g Lo 3 L2 h
i | 15 15 15 15 5 I |
1 _of RRR | P(RRR) I
1 el =P L (RRR w BBB) } " P(RRR) + P(EBB) 1 i
' I 113 1 I
1 _ 3'2°s __10 _1 1
I 113 234 1 _4 5 i
' 3'2'5 7374’5 10710 i
1 1
1 1
| |
I 1
1 1
1 1
1 1
1 1
1 |
] 1
1 1
1 1
| |
i i
1 1
] ]
1 |
I 1
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1 35 R |
.' v R .'
8 25N g B
1 R—2R[2B] S 05 R |

©\B 1
35 1

B 1

]
1
1 1
|I Il
[ Coincidence Testimony 1 :
1
'1 If p1 and pz are the probabilities of speaking the truth of two independent witnesses I|
1 A A and B then I I
1 1
i 1 P:P2 I |
1 P (their combined statement is true) = PPz *(1=p:)(1-p2) 1
ll In this case it has been assumed that we have no knowledge of the event except the II
1 statement made by A and B. However if P is the probability of the happening of the 1
g 1 event before their statement then P (their combined statement is true) 'l
1 PP+P:2 I
" — Pp,p, +(1—p)(1-p,)(1-p;) II
1 1
" Here it has been assumed that the statement given by all the independent witnesses I I
1 can be given in two ways only, so that if all the witnesses tell falsehoods they agree |
'I in telling the same falsehood. If this is not the case and c is the change of their 'I
[ coincidence testimony then th 1 I
1
1
. i probability that the statement is true = p p1 p2 1
1 1
.' probability that the statement is false = (1 - p).c (1 - p1) (1 - p2) |I
1 1
! I However chance of coincidence testimony is taken only if the joint statement is not ! I
1 contradicted by any witness. i :
1
1 1
" Ex.4 A speaks truth in 75% case and B in 80% cases. What is the probability that |
1 I they contradict each other in stating the same fact ? 1 I
1 1
i i
1 1
] ]
1 1
] ]
L A Page 9 of 18 %
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1 1
1 1
1 1
1 1
! i Sol. There are two mutually exclusive cases in which they contradict each other. ' i
1 . . AB and AB 1
I 1.€. ]
1 1
1 = 5 = o 1
1 I Hence required probability = FIAB+AB)=P(AB)+P(AB) 1 !
; 31,14 7 1
1 B)+ P(A it by Nl B |
. _ P(A)P(B) + P(A)P(B) 1E I 5% I
] ]
1 1
i Probability Distribution of a Random Variable 8
] |
' Probability Distribution N
1 1
Il (a) A Probability Distribution spells out how a total probability of 1 is distributed II
1 over several values of a random variable. [
1 1
'I (b) Mean of any probability distribution of a random variable is given |I
ll = '“‘_p' . 48 =p, x,(Since Tp, =1) |l
I by ) I
II lI
" (c) Variance of a random variable is given by © =2 ~BYp 5 O =Zpxi-1 ( - gp II
i ) I
o ) L
1 (d) The probability distribution for a binomial variate 'X'is given by ; P (X =r) 'l
! Pr+1) _n-rp i
II = nC; prqnr. The recurrence formula ). ¥ g very helpful for quickly II
1 computing P(1), P(2), P(3) etc. if P(0) is known. II
]
:| (e) Mean of BPD = np ; variance of BPD = npq. :|
.' (f) If p represents a persons chance of success in any venture and 'M' the sum of |I
| money which he will receive in case of success, then his expectations or probable II
'I value = pM |
1 1
.' expectations = pM .'
1 1
1 . Geometrical Probability I i
1 1
ll The following statements are axiomatic : I'
] 1
1 (a) If a point is taken at random on a given straight line AB, the chance that it falls on ll
.' a particular segment PQ of the line is PQ/AB 1
i
|I 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
! i (b) If a point is taken at random on the area S which includes an area s, the chance ' i
II that the points falls on o is 6/S. 'I
1 1
: | Other Definitions Of Probability ! |
1 ]
[ (a) Axiomatic probability : Axiomatic approach is another way of describing [
II probability of an event, in this approach some axioms or rules are depicted to assign II
1 probabilities. i
1 1
|l Let S be the sample space of a random experiment. The probability P is a real valued |l
Il function whose domain is the power set of S and range is the interval [0, 1] Il
i satisfying the following axioms: i
1 1
1 % 1
II (i) For any eventE,P (E) ~ 0 ||
1 1
'I (i) PS) =1 II
1 1
1 (iii) If E and F are mutually exclusive events, the P (E U F) = P(E) + P(F) II
1
1 1
1 [t follows from (iii) that P(¢) =0 I|
1
1 Let S be a sample space containing outcomes o, 0, @, 1.8, 5 = {0, @ cinvnnnn@ } 1
1 It follows from the axiomatic defimition of probability that : I
1 (i) O=z=Ple)slforeacho =S II
1 (i) P(m,) + P{@,) + ..creuanns +Ple ) =1 I
1 1 (i) Foranyevent A, P(A) =Z P(e), o, c A [
1 1
II (b) Empirical probability : A method which can be adopted in the example given I I
1 above is to throw the dart several times (each throw is a trial) and count the 1
Il number of times you hit the bull's-eye (a success) and the number of times you miss II
1 (a failure). Then an empirical value of the probability that you hit the bull's - eye |
1 number of successes I I
1 1 with any one throw is number of successes+number of failures 1
1 1
1 1
i [f the number of throws is small this does not give a particular good estimate but for |
.I a large number of throws the result is more reliable. ll
1 1
i When the probability of the occurrence of an event A cannot be worked out exactly, !
1 . . . ) ]
i an empirical value can be found by adopting the approach described above, that is : 0
1 1
. L (i) making a large number of trials (i.e. set up an experiment in which the event 1 '
L 1 may, or may not, occur and note the outcome) : 1
1 |
1 (ii) counting the number of times the event does occur, i.e. the number of successes, ll
1 ! 1
] ]
1 1
] ]
l-------_-------------- Page110f18 ----------------------I
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1 1
1 1
1 1
1 1
1 1 number of successes _ r 1 1
1 (iii) calculating the value of number of tnals (ie. successes+ failures) n 1
1 1
1 s 1
il P(A) = lim| L] i
. | The probability of then event A occurring is defined as st i ) |
1 1
1 M=% mean that the number of trials is large (but what should be taken as ‘large' 1
" depends on the problem). Il
1 1
'I Important Points 'I
1 1
I (@) If A=Az then PASP(A) ang P(A2 -A;)=P(A;)-P(A,) I
1 1
1 1
II (b) If A=AvhAz v YA where Ay Ay, ... A, are mutually exclusive events then Il
lI P(A) =P(A1) + P(A2) +....P(An) =1 II
1 1
1 (c) Let A & B are two events corresponding to sample space S then P(S|A) = P(A|A) I|
1 o
1 =il 1
1 1
Il (d) Let A and B are two events corresponding to sample space S and F is any other II
1 = 1
[ P(A|B)=1-P(A|B) 1
1 © 'I
'. () PA~B)<P(A).P(B) <P(AB) <P(A)+P(B) I
II II
l' Ex 1. A, B, C in order cut a pack of cards, replacing them after each cut, on the I I
1 condition that the first who cuts a spade shall win a prize; find their respective I
1 chances. |
1 'I
1
1 Sol. Let p be the chance of cutting a spade and q be the chance of not cutting a spade .I
II B 4 1 3 .
P=~8= "7 g=1-—=— 1
.' from a pack of 52 cards. Then C: 4 and 4 4 1
1 1
' I Now A will win a prize if he cuts spade at 1st, 4th, 7th, 10th turns, etc. Note that A ! i
1 will get a second chance if A, B, C all fail to cut a spade once and then A cuts a spade 1
i at the 4th turn, d
1 1
1 2 Similarly he will cut a spade at the 7th turn when A, B, C fail to cut spade twice, etc. 1 i
1 1
1 1
1 1
1 1
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
:I 9 8 5 p Ill 16 :I
II Hence A's chance of winning the prize = \4) II
i 316 12 f
=(pg+q'p+q’p+ . )=qlp+qip+qip+ . )= ===
II Similarly B's chance 431 31 II
] ]
" _3 eI ) '
1 and C's chance 4 ofB'schance 437 37 1
] |
! 1 Ex.2 (a) If p and q are chosen randomly from the set {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, with ' 1
1 : replacement, determine the probability that the roots of the equation x2 + px+q = ll
[ 0 are real. i
1 II
.I (b) Each coefficient in the equation ax2 + bx + ¢ = 0 is determined by throwing at i
1 ) ordinary die. Find the probability that the equation will have equal roots. 1 i
1 __ II
|| Sol. (a) If roots of x2 + px + q = 0 are real, then p2-4q ~ 0 ...(i) |I
]
1 u . . 1
l| Both p, q belongs to set S={123,.....0} when p = 1, no value of q from S will satisfy I|
1 O [
1 1
I. p =2 ,q = 1 will satisfy, 1 value 'l
1 I
|I p=3,9=1,2,2value II
1 1
l| p=4,q=1,2,3,4 4 value I|
|: p=5,q9q=1,2,3,4,)5,6, 6 value l:
L p=6,q=1,23,4,5,6,7,8,9,,9 value :.
1
.' Forp=7,8,9, 10 all the ten values of q will satisfy. |I
1 1
'I Sum of these selectionsin1+2+4+6+9+10+ 10+ 10 =62 'l
1 1
i i But the total number of selections of p and q without any order is 10 x 10 = 100 . '
] 1
" -2 62 "
. Hence the required probability is 190 "
II 1
i i
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 ; 1 I
X - ifE\ll-: -~ I
'. (b) Roots equal = e \2) (1) 'I
1 1
i 1 Each coefficient is an integer, so we consider the following cases : . A
1 ]
| 1 1
I —=ac 1
I b=1, 1 No integral values of a and c I
] ]
1 : 1
I b=2,1=ac " (1,1) I
1 1
] |
1 b=3,9/2 = ac Nointegral values of aand c 1
] ]
1 } 1
Il b=4,4=ac” (1,4),(2,2),(41) Il
1 1
lI b=5,25/2 = ac No integral values of a and c Il
1 ‘ 1
i b=6,9=ac " (3,3) I|
1 I
|' Thus we have 5 favourable way for b = 2, 4, 6, ll
1 1
1 . 8 I I
l. Total number of equations is 6.6.6 = 216 =~ Required probability is 216 I|
]
1 ! Ex.3 In a test an examinee either guesses or copies or knows the answer to a 1 !
. | multiple choice question with four choices. The probability that he makes a guess is i i
1
1 - I
ll and the probability that he copies the answer is 6 . The probability that his answer 1 I
1
1 — 1
1 is correct given that he copied it, is € . Find the probability that he knew the answer |
! I to the question given that he correctly answered it. I I
1 1
. I Sol. Let A1 be the event that the examinee guesses that answer ; Az the event that he . 1
I copies the answer and A3z the event that he knows the answer. Also let A be the 1
'I event that he answers correctly. Then as given, we 'I
1 1 i
1 A== DA ) == A )= -~ 1
I havep(=13(‘}e(3} 3 6 2 I
1 I :
]
1 . [We have assumed here that the events A1, A2 and Az are mutually exclusive and 1 i
1 totally exhaustive.] 1
] 1
1 1 1 1
| PIAlA)=—PAlA)) == 1
" Now 4 8 (as given) .|
1 1
] ]
1 1
] 1
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| 1
] ]
| 1
| i
! i Again it is reasonable to take the probability of answering correctly given that he ' i
'I knows the answer as 1, that is PIATA) =1 We have to find PAs |A) 'I
| 1
1 As IP(ATA, 1
' A | A~ B A AT PATRA T AL PASTRATAD) v
| By Baye's theorem, we have 1) 1 2 bt ). : |
| 1
i ) (1/2) o "
'I (AR 4)+(76)(178)+1/2) 1 29 l|
1 1
1 Ex.4 A lot contains 50 defective and 50 non-defective bulbs. Two bulbs are drawn at 1
1 . random, one at a time, with replacement. The events A, B, C are defined as 1 !
i ]
ll A = {The first bulb is defective} ll
1 1
.' B = {The second bulb is non-defective} II
1 1
L C = {The two bulbs are both defective or both non-defective} I .
1 1
; 1 Determine whether I I
1 |
I' (i) A, B, C are pairwise independent, II
1
I| (ii) A, B, C are independent. I|
1
1 1
[ A s ) BB D ) 0y 00 1 [
[ Sol. We have 00 2. 10 2. 100 100 100 100 2 !
1
1 i
.l AnB is the event that first bulb is defective and second is non-defective. 1 I
' % A ! I|
1 T
1 - P(A .B)—2.2—4 i
1 1
1 1
Il A~C s the event that first bulb is defective and second is non-defective. II
] i
1 Fo 1 1
PANC)==.=== i
l| 2 2 1
. 1 ll
1
PBAC)=—
II Similarly [ 1% . Thus we .I
I have PIAnB) = P(A).PB):P(A~C)=P(A) P(C): P(B~C) =P(B) .P(C) I
II | I
'I A, Band C are pairwise independent. There is no element in A"B~C l.
1 1
1 1
1 1
] ]
1 1
i ]
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1 1
1 1
1 1
1 1
'I P(ARBAC)=0 - P(A~B~C)=P(A).P(B).P(C) 'I
1 1
.' Hence A, B and C are not mutually independent. .'
1 1
b Binomial Distribution L
1 1
; I Binomial Probability Distribution ' !
] ]
'I Suppose that we have an experiment such as tossing a coin or die repeatedly or ll
1 choosing a marble from an urn repeatedly. Each toss or selection is called a trial. In 1
Il any single trial there will be a probability associated with a particular event such as Il
i head on the coin, 4 on the die, or selection of a red marble. In some cases this .
1 probability will not change from one trial to the next (as in tossing a coin or die.) lI
|' Such trials are then said to be independent and are often called Bernoulli trials after 1
.l James Bernoulli who investigated them at the end of the seventeenth century. Il
I 1
1 Let p be the probability that an event will happen in any single Bernoulli trial (called 1
. g the probability of success). Then g = 1 - p is the probability that the event will fail to ||
1 happen in any single trial (called the probability of failure). The probability that the |
'| event will happen exactly x times in n trials (i.e., n successes and n - x failures will ' I
I' occur) is given by the probability function. II
" n! II
X N=X : X M=% .
: 1) =P =x)=| | s ~ i () I
: 1 'I
Il where the random variable X denotes the number of successes in n trials and x = 0, I I
1 ) - n. |
1 1
l' Example : The probability of getting exactly 2 heads in 6 tosses of a fair coin is |:
1
i | ' | _] il’l]zilf—z_ﬁ "\
L =2 = 204112)(2) 64 !
1 |
.I The discrete probability function (i) is often called the binomial distribution since l'
i forx=0,1,2, ... n, it corresponds to successive terms in the binomial expansion i
1 1
i ' 1
=1 n-2 r‘-x
" (g+p)y=q" +|1|q piz}q © g SO +p” —"'7| :
1 1
] 1
'l The special case of a binomial distribution with n = 1 is also called the Bernoulli 'I
1 distribution. 1
1 1
1
1 i Ex.1 If a fair coin is tossed 10 times, find the probability of 1
1 1
] ]
1 1
] ]
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[ [
i |
1 1
| |
h (i) exactly six heads '
1 1
.' (ii) atleast six heads .'
| |
! . (iii) atmost six heads ! ;
[ 1
; 1 Sol. The repeated tosses of a coin are Bernoulli trials. Let X denotes the number of ' 1
i heads in an experiment of 10 trials. Clearly, X has the binomial distribution withn = i
'I 10andp=1/2 ll
1 1
II Therefore P(X = x) =nCxgn=*px,x=0, 1, 2, .....n II
| |
[ Heren=10,p=1/2,q=1=1-p=1/2. lI
1
1 1
.I - x,— 1 \J‘IO-:{- 1 -]1 L C,:{-,]m Il
i Therefore PX=x)=  \2/ 2/ 12 II
1 |
1 . we (Y0 101 105 |
g M) RSl C‘[._zj " Bixdi2® 512 !
1 i
|' (ii) P (atleastsixheads) =P (X=6)=P(X=6)+P(X=7)+PX=8)+P(X=9) II
[ + P(X=10) Il
1
'. HC r,l\]m +WC rl 10 +mc [..1\10 +‘lll.c f-l-\liﬂ A_mc 1 10 II
I i 2] 3 ’L_z_] o \_2J I
|I II
(101 10! 10! 100 (101} 1 _1e3
'. =LLSJ.:<4!J+{7!><3-!J+LE-&2}+\9%:1!]-}{@_}1}2?_ 512 l|
1 II
1
lI (iii) P (at most six heads) =P (X < 6) 'I
1 1
| =PX=0)+Px=1)+PX=2)+PX=3)+PX=4)+PX=5)+PX=6) I|
1
] i
1 Y oM (N soe (N oo (M) oe (1) sog (1) .
o =[_2} + C'{‘z_] + 02[2_] + C,MJ + C"[_zJ + CELZJ + 051_2_] i
i ll
" _ 845 '
[ T 1024 64 1
5 Il
1
1 Ex.2 A coin is tossed 7 times. Each time a man calls head. The probability that he i i
1 1 wins the toss on more than three occasions is 1
1 1
1 1
1 1
] ]
1 ll
i
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1 1
1 1
1 1
1 1
! i Sol. The man has to win at least 4 times then required probability ' "
; 1 i 1
AT SR | T i nZ RN - N
1 ST AV (Y s [E)(L) s (L] L7 (L L
i N C“[\\z} [2} N Cs‘[_z_] 12] e [2] 2" c"'[,_zJ 1,
1 ! 1 I
P e P ) e -
I | ( <4 3 + (4 C?) 27 27 2 I |
] ]
! I Ex.3 A man takes a step forward with probability 0.4 and backward with probability ! I
1 0.6. Find the probability that at the end of eleven steps he is one step away from the 1
. starting point. "
] ]
ll Sol. Since the man is one step away from starting point mean that either ll
1 1
.I (i) man has taken 6 steps forward and 5 steps backward. II
1 I
1 (i) man has taken 5 steps forward and 6 steps backward. II
1
1 1
1 Taking, movement 1 step forward as success and 1 step backward as failure. l|
1
|' p = Probability of success = 0.4 and q = Probability of failure = 0.6 |I
1 i
ll Required Probability =P [X=60orX=5]=P [X=6] + P(X = I|
l. 5) — 11C6p6 q5 +11 C5p5 qﬁ II
1 1
i ~11.10.987 E— o s I
1 = 12345 {(0.4)°(0.6)° +(0.4)°"(0.6)"} 1
1 i
: 1 I |
11.10.98.7
" = 1534z (0:24F n
1 1 1
1 i Hence the required probability = 0.37 1
1
1 I 1
] i
1 1
] 1
1 1
I 1
1 1
i 1
1 1
1 1
1 1
] 1
1 1
1 1
1 1
i i
1 1
] ]
1 1
] ]
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